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Error detection and/or correction codes

Error detection and/or correction codes detect and/or correct
errors that appear in case of transmitting a message on a channel
with noise.

The detection/correction is done by inserting of some redundancy
In the initial message (instead of transmitting the original message,
a longer message Is transmitted, hoping that the added symbols will
help detecting/correcting an error or errors).

Practically, any digital communication or data storage Is using a
Kind of error detection coding. The CD-s, hard-disks, internal
memories of the computers, flash memories, DVDs, etc., are
protected against altering the data by using such codes.
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Error detection and/or correction codes

Primary Redundant Communication _ —
Source 1  coding +  coding 2 channel »L_Decoding -|Destination

|

Noise

Techniques that enable reliable delivery of digital data over
(unreliable) communication channels (usually subject to
noise).

In this case, noise represents an error or undesired random
disturbance of a useful information signal in a
communication channel.
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¢ They are used mostly at the data-link level (whose major functions are: error

Error detection and/or correction codes

correction and flow control) of ISO-OSI model
ISO = International Organization for Standardization
OSI = Open System Interconnection
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Internet protocol suite

Telnet
FTP
SMTP
SHMP
HTTP
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Code distance

¢ https://mathshistory.st-andrews.ac.uk/Biographies/Hamming/
+ The code distance (Hamming distance) is a function defined by:

D(Vi’Vj) :Z(aik C—Dakj)' wherev; =(a;;,;,,...,&;,)and Vi :(ajllajZ ----- ajn)
k=1

The probability for the detection and correction of a code is depending of
the minimum distance between two code words. It can be shown that
for a code that can detect a number of e errors (in one of its sequences),
It IS necessary that:

D,ze+1

In order to detect e errors and correct c errors, the formula becomes:

Dpin=€e+tc+1

min =
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Calculus example of the Hamming distance

vector | codare 126359 01101011
vector 2 notate 226389 01001110
distanta Hamming 3 2 3

In case of binary representation, the Hamming code is
given by the number of bits of 1 from the XOR result
(bit by bit) between these two representations.
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Hamming code

(Richard) Hamming code
= It detects and corrects one error.
If n = number of symbols of the code word
n =k + m, k = number of the control symbols,
m = number of the information symbols

To assume detection and correction of an error, it must be
satisfied the condition: 2™ >n+ 1

2">m+Kk+1)
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Hamming code (cont.)

= Control bits are on the positions: 20, 21, 22, 23, etc.

= On the rest of the positions there are the information
bits.

» We shall write a code word v like: ¢,C,I5Cylclg... 1,
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Hamming code (cont.)

= At the source the coding is done:

Particular case: n=7, S0V = C,C,l5C,lslgl,

In this case we have 4 information bits and 3 correction bits.
Redundancy rate: %=75%
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v  = c1c2i3c4i5i6i7


Hamming code (cont.)

= At the destination, the message is checked for errors (correction)
Assuming that we received the message: V' =¢C,’C,’15°C, 15’15’15’
We compute the error bits e,,e,,e, as:

- e,=C",DI";Di";Di’;

— &,=C, I ;DI D1’;

e,=C’ ,Pr-pr oI’

~—

If all these 3 bits are zero, then the message is received correctly;
otherwise, the message is wrong.

The position of the error is given by the value of the binary number

e,e,e,, transformed into decimal.
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Hamming code (cont.)

= Another particular example:

N=12, SOV = C,C,I5C,lclgl,Cglgliglyqlyn

In this case we have 8 information bits and 4 correction bits
Redundancy rate: 4/8=50%

Formulas for redundant/correction bits?

29-Oct-25


Presenter
Presentation Notes
http://users.cs.fiu.edu/~downeyt/cop3402/hamming.html

v  = c1c2i3c4i5i6i7c8


Hamming code applied today

Random Access Memory (RAM):

This is probably the most common application of Hamming codes.
Servers, high-performance workstations, and sometimes even personal
computers use ECC RAM (Error-Correcting Code RAM).

Bits can be affected by "noise" or various external events. ECC
memory uses the Hamming code (or variants thereof) to detect and

correct single-bit errors in real time, thus preventing system crashes or
data corruption.

It is crucial to use an error-detecting code In systems where data
reliability is essential (e.g. database servers, financial systems, scientific

z%qorg_eéjtmg, etc.).
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|_Inear codes with cross control

¢+ In this case there are transmitting
blocks of information
= Transversal parity (for lines)

" n

& ax realizeaza paritateapara
K=1
i =4

— I
(i=lm ]

P ay B 1realizeaza paritateaimpara
| 1=1
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Linear codes with cross control (cont.)

+ Longitudinal parity (for columns)

..r:-Bua

@ realizeaza pantatea para
1

Cj — 3
ti=1n)
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Linear codes with cross control (cont.)

Information bits Line control
+ Correction
A'171Q12 ciiieiinns a'in I'y
a21a% i, a'on I'y
a'ml a'mz .............. almn Ilm
Column (o o2 . (o I'm.,.]_ (C'n.,.]_)
control
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Polynomial cyclic codes

The cyclic codes are block codes where the n+1 symbols which are making a
code sequence are considered as being the coefficients of a n degree
polynomial, like:

M(x) =ax"+a X"1+......
where g, € {0, 1}, 1= 1..n.

When using the cyclic polynomial codes, a polynomial M(x) is associated to
message M.

In the following, using a coding algorithm, M(x) is transforming in another

polynomial T(x), such as T(x) will be a multiple of polynomial G(x) — denoted
generator polynomial.
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Polynomial cyclic codes (cont.)

For the coding part it can be used a multiplying or a dividing
algorithm.

Using the multiplying algorithm: T(x)=M(x)- G(x) (the
multiplying and addition operations are made modulo 2) there is
no separation between the redundant and informational bits — this
being the main reason for which the dividing algorithm is
preferred.
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Polynomial cyclic codes (cont.)

The coding dividing algorithm is the following:

* Let the message M: (a,.a, 4,.....,8,), With n+1 binary information digits (bits).
We associate it a polynomial in indeterminate x:

M(x) =ax"+a X"1+...... +a,(a, _{0, 1});

» We choose the polynomial G(x) of r degree, being the generator polynomial
of the code: G(x) = bx"+b_,x"t+.....+ b, bj € {0, 1},

o Multiplying M(x) by x" we will have M'(X)=M(x)- x"

» We divide M'(x) to G(x)

M'(z) E(z)
G ¥ 5 @
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Polynomial cyclic codes (cont.)

The degree of the polynomial R(x) will be less or equal with r-1. The
coefficients of polynomial R(x), of degree r-1, will represent the control bits
associated to the information bits.

* We add R(x) with M'(x) obtaining the polynomial T(x) = M'(X) @ R(X).
The coefficients of the polynomial T(x) will represent the message to be
transmitted:

T: (a2, 4....8,C, ;.....Co) Which contains on the most significant positions the
n+1 information bits and in the least significand positions the r control
symbols.

The attached polynomial to the transmitted message is a multiple of the

generator polynomial. We have the following:
T M@ ®RE M o RE
Giz) Gix) G G
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Polynomial cyclic codes (cont.)

Replacing M) py relation (1) we will get the following:
Giz)
Tixz) _ R . R _
e ~C @ 5 ® = o Clx)

-

As to this relation, T(x) is a multiple of G(x).

This characteristic is used as an error detection criteria.
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Polynomial cyclic codes (cont.)

Having the received message T', we associate to it the polynomial T'(x).
We may write that T'(X)=T(Xx) @ E(X), where E(X) is the error polynomial.

By applying the error detection criteria, we get:

T _Tx @B _TE o E@ _ E(x)

= = C(x) @
i) &) Giz) Giz) Gix)
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Polynomial cyclic codes (cont.)

It can be noticed that if E(X) is a multiple of G(x), the received message is
validated, even if it contains errors.

If E(X) it is not a multiple of G(x) then the error is detected.

By this method are detected all the error packets with a length less than the
degree of G(x)+1.

It is called an error packet a sequence of symbols, correct or not, where the
first and the last symbol are wrong.
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Coding example

Problem 1. The binary message M: 1110101 is transmitted after encoding
using the generating polynomial G(x) = x3 + x + 1. What is the binary
representation of the transmitted message?

Solution: The binary message M: 1110101 is associated with the
polynomial M(x):

* MX)=x°+x’+x*+x2+1;

* M'(X) = M(x) - x3, since the degree of G(x) Is 3;

¢ Mx)=x+x®+x"+x°+x?

We divide M'(x) by G(x):
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X +x+x’+x+x X +x+1
x?+ x7+Xx° x¢+x°+ 1

X3
X3+x+1
X+1=R(X)
(Addition and subtraction in modulo 2 are equivalent.)

R(X)=x+1

We obtain the polynomial T(x) = M'(x) @ R(x):
Tx)=x+x*+x"+x°+x>*+x+1

The coefficients of this polynomial represent the message that will be
transmitted: 1110101011
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Error checking example

Problem 2. Knowing that the received message T': 1010101011 was
transmitted after encoding using the generating polynomial G(x) = x3 + x
+ 1, verify its correctness.

Solution:

The received message T' is associated with the polynomial:
Tx)=x+x"+x>+x*+x+1.

By applying the error detection criterion, we get:
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Error checking example

X+ +x+x3+Hx+1 [ XPHx+1
X9+X7+X6 |X6_|_X3_|_X2+X_|_l
xX+xP+x3P+x+1
x®+x*+ x?
x+x*+x+1
X’ + x3 + x?

x*+x*+x
x3+1
x2+x+1
X = R(X)

29.0ct.25 1hus, the received message is incorrect because E(x) # 0.



Key points — CRC codes

Cyclic polynomial codes
Why are they called ""cyclic''?

Because the operations of division with remainder are similar to
polynomial arithmetic modulo a given polynomial.

Advantages: CRCs are extremely effective at detecting single errors,
burst errors (several adjacent bits corrupted), and most multiple
errors. They are relatively simple to implement in hardware.

Disadvantages: They are not error-correcting codes (they cannot
repair errors themselves, they only detect them). There is a small
probability that an error will result in a remainder of zero, in which
case the error Is not detected.
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Key points — CRC codes

Where they are used in practice:

¢ Computer networks: Ethernet, Wi-Fi, Frame Relay.
¢ Storage: Hard drives, SSDs (for data integrity), SD cards.
+ Archives: ZIP, RAR files (to verify archive integrity).

¢+ Communication protocols: A number of communication protocols
use CRC to ensure reliability.
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